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GENERAL DESCRIPTION OF BOOK

The premise of this book is that the infocentric view of the world – the view that information technology has reduced time, space, place, and paper to insignificance – is wrong.  The authors show by example and by logic that the infocentric view misses critical human, social, and dynamic processes at work.  It is due to paradigm blindness to these processes – to the forces at work in the background – that infoenthusiasts seek an end state that is probably unreachable, and that would be undesirable if reached.  They argue that we need to look beyond our obsession with information (which is not the same as knowledge), beyond individuals, to include the critical social networks of which people and data are a part.

The book shows that a “better understanding of the contribution that communities, organizations, and institutions make to learning, working, and innovating can lead to the richest possible use of technology in our work and everyday lives.”

BY THE NUMBERS

Introduction: Tunneling Ahead

The authors begin the book by comparing our current fascination with information to driving a car with a severe case of tunnel vision.  While we can see immediately ahead, even our destination, we miss a lot “on the margins.”  In fact, we may be dangerously near pedestrians, other cars, etc.  Drawing on this metaphor, they assert that by ignoring other, non-information based, events and forces, we are buying into an information myth, with adverse side effects.  What happens outside the info-vision tunnel is important.  The world isn’t just bits.  The world is built on relationships, on interconnected networks, that interact.  In fact, networks actually are foundations that underlie the information derived from them.  Dismiss the networks, and information flow stops.  The margins also hold the key to options – the info-vision tunnel sees one source, one path, one destination.  There are many possible sources, paths, and destinations.  

They do not dismiss the usefulness of technologies.  Nor do they opine for a return to the good old days.  What they try to do is to get the reader to see that the info-vision myth is based on assumptions, some of which they do not believe are valid.  If those assumptions are not valid, then decisions based on the info-vision model (myth) will not be valid.  Therefore, we need to examine those assumptions.  In their words, we need “for the new to learn from the old.”  How do we do that?  We should stop and ask “why?” about the assumptions.  We should relate the futurists’ predictions to what we see happening in the real world.  Compare their predictions against real data.  Then, see what conclusions are reasonable.

Their premise: “Attending too closely to information overlooks the social context that helps people understand what that information might mean and why it matters (emphasis not original).”  People add the context, meaning, and rationale behind information – i.e., information is just a part of the required picture.  Taken alone, it may be not only insufficient for complex problems, but misleading, resulting in erroneous decisions.  (See also The Fifth Discipline by Senge).

If the information myth results in tunnel vision, what approach should we take?  The authors state that “the way forward is paradoxically to look not ahead, but around.”  The rest of the book deals with “looking around.”

Chapter 1: Limits to Information

It was not too long ago when it appeared that a fundamental problem in modern society was the lack of information, resulting in decisions based on “incomplete information.”  It was felt that more information and universal access would be “the answer.”  Today, infoenthusiasts exult in the number of bits, bytes, and flops.  The disaggregation of knowledge into its constituent parts – info bits – is seen as a triumph of technology.  Those infobits can be made available to anyone, anywhere, anytime.  It’s info utopia (or at least we’re on the path to it).

The infoenthusiasts’ paradigm is: if the amount of information available today isn’t sufficient to understand or to solve “the problem,” then the answer is to put one’s faith in Moore’s Law.  In 18 months or so, we’ll have twice as much information, and that will be sufficient.  If not 18 months, then in 36 months we’ll have four times as much.  Before long, we’ll have whatever we need.  But that hasn’t necessarily turned out to be true.  We’re drowning in a sea of information, without real knowledge.  Context and meaning have become separated from information, with some unforeseen consequences.  

A key point is that we’re human.  One would think that that’s obvious, but the ways information is structured (today) seems to forget that key fact.  Today’s info structure encapsulates each info-bit as a stand-alone.  As humans, we get our information as stories, with all the non-information parts attached: inflection, unstated connected background we already know, common beliefs (culture), etc.  An info-bit, separated from such context, loses much of its meaning – and almost all of the knowledge it might impart.  The authors note that the purposes of information are human purposes; that the ends of information are human ends.  To believe that information is separated from humanity is to make a fundamental logical error.  This error is the foundation of many info-futurist predictions, almost all of which are currently being proven wrong, or very far off their predicted marks.  They give examples: the paperless office (predicted in 1975); the fax; the pencil; the copier; and the typewriter.  In each case, these continue to persist because they serve a useful purpose – they perform useful functions.  People know that.

The authors draw an analogy to the mechanic with only a hammer in the toolbox: everything looks like a nail.  So too, the info-vision prognosticators: if you have a problem, define in terms of information and you’ll have the answer.  This just isn’t true.  It’s a myth.  However, the prognosticators continue to push down this path, within this erroneous paradigm, subject to “infoprefixation.”  Recall the Greek myth of Procrustes, who had a bed that fit all travelers to his inn.  Too tall?  He cut their legs shorter.  Too short?  He stretched them on the rack.  The authors suspect that the “stretching and cutting done to meet the requirements of the info-bed distorts much that is critically human.”

Infoenthusiasts cite the new technology as empowering the individual.  In the real world,


  Theory



Actuality

- Demassification


Mergers and conglomerates


- Decentralization


Centralized control winning (Wal-Mart, FedEx)


- Denationalization


Cultures bind nations, not information


- Despacialization


Vitality comes from humans being together


- Disintermediation


Middle management adds value; is growing


- Disaggregation


Knowledge requires aggregating information

In every case, they cite real world counter examples.  They also discuss the reasons why such predictions aren’t coming true.  Those reasons are due to not realizing that there are other numerous and powerful forces at work here.  

The two most prevalent forces are:


- An info-centric view discounts the “people” side (mentioned earlier)


- The info-centric view is linear – and the world isn’t.

As discussed at length in The Fifth Discipline (Senge), the world is composed of complex systems that interact systemically (cause and effect create each other).  The info-centric view assumes linearity.  In particular, the info-centric paradigm assumes that a specific problem has one cause, and that information related to that specific cause will be the source of resolving the problem.  As the authors said earlier, this view misses what is happening on the margins.  Senge would say that it misses the systemic forces that reinforce or balance the action.  Both mean the same thing – the linear view is in error.  “Attempts to explain outcomes in terms of information alone miss the way these forces combine and conflict.”

Although not specifically stated, my overwhelming feeling reading this chapter is that information is concerned only with “what.”  Every other question that a human might ask is not addressed by an info-centric paradigm.  Information doesn’t have a vision of the future – it captures only what has happened in the past.  It doesn’t tell us how to proceed, or why we want to go in a particular direction.  It doesn’t tell us when we might want to get there.  It doesn’t suggest who might want to go along for the ride.  The info-centric paradigm assumes information is both necessary and sufficient to address all problems – and it isn’t.

Chapter 2: Agents and Angels

This chapter focuses on agents, known as bots in info-speak.  The infocentric paradigm tends to see them as angels, altruistic and tireless helpers for humans.  While useful, bots are not always angels – and in fact can be malicious (fallen angels).  Some of the bots identified are:


- Chatterbots (act as if they were real humans interacting with you)


- Cancelbots (erase things)


- Agents (shoppers, buyers, ... work for you and for others; try to guess your choices)

Futurists (the authors use the term with some derogatory connotations) predict that bots will assume an ever larger role in our lives; that they will perform much of our searching and suggesting; even negotiating and making big decisions (buy this over that).  The authors warn that we should understand the nature of bots – and how they differ from humans.  They caution that the infocentric paradigm makes some assumptions that, once again, are transparent – and with which we may not agree.

First, many bots are given personal names.  This makes them appear human – when they’re not.  It narrows the gap between people and software, and leads us (people) to presume/assume that they have certain human characteristics – when they don’t.  In particular, the infocentric view ascribes “learning capacities, autonomy, social abilities, and decision-making powers” to these bots.  To lessen the perception of differences between bots and humans even further, the infocentric view makes humans sound more and more like bots at the same time.  A person’s title gets redefined as a goal-pursuing agent – sounds a lot like an agent bot.

“Faced with such redefinitions, it becomes important to pay attention to ways that human learning, developing taste, wanting, choosing, pursuing, brokering, and negotiating are distinct.  In particular, these human practices reflect social and not simply individual activities (emphasis not original).”  Social scientists have found complex human interactions too hard to simulate using even the most powerful computers.  Consequently, we do not have a full understanding of how people develop these skills – except that they are developed over time in thousands of social interactions.  Bots don’t work this way, nor do they have the learning experiences and social boundaries culture imposes on humans.  The authors quote Wilsenksy (UC, Berkeley) as saying that such matters have been avoided in the past; they then assert that this means that the road ahead is not likely to continue from the one behind.  “We cannot cry ‘full speed ahead’ and trust that the outcome will be desirable.”

For example, let’s look at the Agent bots mentioned earlier.  Some specific agents include product brokering, merchant brokering, and negotiation bots.  The authors perform a simple search using a product/information search agent.  Of 51 hits, almost none contained useful information.  This was for a one-word search.  There is a lot of information out there, and the agent just searches for a word-match; this is a fundamental limitation.  Amazon uses (used) agents to understand customer preferences.  When signing on, the product brokering bot would make recommendations based upon past buying habits, including buying habits of those with similar “profiles.”  Unfortunately, the agent was biased – towards suppliers who paid Amazon to hawk their products.  Similarly, American Airlines’ SAABRE agent – purported to find the lowest fares among all airlines – was subtly biased towards American’s flights.  What do we learn form this?  That “we might all be able to use agents, but how many of us are able to understand their biases ... (emphasis not original)?”  And it opens up a whole field of questions regarding bots/agents:


- Is your agent neutral, biased, or weighted?


- Who really controls your agent: you, the designer, or the one feeding it information?


- How can you be sure that your agent hasn’t been “turned?”


- Who ensures fair play, and how?  

It all comes down to “whom do you trust?”  Or maybe, whom can you trust?

Another subtlety built into agents/bots is that – contrary to the infocentric view that options will abound – agents work best in a structured, standardized market environment.  This is especially true of long-distance markets.  Thus, agents may actually work against having more options.  They have to compare a Macintosh apple to another Macintosh apple.  But not all Macintoshes are created equal.  A bot will decide on price alone.  They can’t weigh subjective issues, like quality and service, the way that humans do.

As with people, there are (and will be) both good and bad agents.  As above, the question to ask is different.  It’s not “is this recommendation what I really wanted” but “is this really the lowest price available?”  And how do I know that?  

All the examples and questions above are inordinately simple compared to bots negotiating for us, especially bot negotiating with other bots.  The authors say – with the technology of today or anytime in the near future – bots can’t do this.  Human negotiations involve too much subtlety.  And we change our minds in the course of the simplest negotiations (think of a grocery list and what we actually buy at the store: are they usually/ever the same?)  In fact, the authors don’t ever see bots assuming this human function – because the infocentric paradigm is insufficient to address the complex dynamically changing situations that occur during negotiations.  People change the rules during negotiations; bots can’t, by design.  Humans change the rules for social reasons that bots don’t – and can’t – understand.  Humans change the rules to preserve the social fabric, which the bot doesn’t even comprehend.

Another issue surrounding bots is responsibility.  Who is responsible for a bot’s actions?  Its designer, its owner, who?  And who is responsible when many – even millions – of bots interact and make a recommendation (“buy Enron”)?  Humans want to know.  And the infocentric paradigm doesn’t provide an answer.  The authors say “bots will end up with autonomy without accountability.  Their owners, by contrast, may have accountability without control.”

What’s the bottom line?  Bots and humans are different.  Using similar terminology to describe both confuses those differences.  Confusion about the differences results in attempting to use bots for tasks for which they are ill suited, even dangerous.  Substituting bots for humans isn’t the answer.  Finding out which roles best fit each, and designing a complementary system that includes both, is the preferred approach.

Chapter 3: Home Alone

This chapter addresses one of the myths of the info-centric view: that ubiquitous computers, coupled with ubiquitous information, will result in the disappearance of the traditional office.  In this world view, people will work at home, alone.  The authors say it isn’t so, at least not yet.  Their argument is that it may not ever be the case – and shouldn’t be. 

Writers from Toffler to the current crop of futurists have predicted the death of cities and office buildings, the rise of televillages and electronic cottages.  While some companies have moved in this direction, many have retreated when results didn’t meet expectations.  What happened along the way?  The authors suggest that the futurist view forgot to ask some important questions.  Among them:


- Is it only inertia that keeps people in offices?



> Or is some other (social binding) process also at work?


- Can technology pick apart the uncomfortable social ties that bind?



> And still leave the desired ones intact?


- Can technology undo the unprofitable ties?



> But leave the profitable ones intact?

Some key insights into what it means to work from home, alone, are provided.  First, the authors identify a key assumption: the infocentric paradigm sees most people as handlers of information – only.  In this case, working at home, alone, is reasonable.  However, there is an assumption in here – one that is probably invalid.  The assumption is that most office workers are information handlers.  The authors assert that office workers are much more.  They are part of a social system, which aids their learning, and which they influence.  The infocentric view “ignores the much more difficult, intangible, but inevitably face-to-face side of management, the management not of things or of information, but of people.”  Even people working alone at home usually are part of a larger “system,” an organization.  They cannot be a part of it, and be apart from it.

Next, the infocentric view ignores the frailty of technological systems.  How often do computers crash, data get corrupted, downloads prove buggy, and error messages pop up?  In a social setting – i.e., one with others around – people help each other.  Not only to fix the immediate problem, but to learn how to handle such problems by themselves in the future.  An isolated home worker doesn’t have this type of support.

Third, building on the concept above, people learn from others in a traditional office setting.  They seem to absorb or assimilate information, just from their social interactions.  No such system exists for the isolated worker at home.  Learning suffers.

Finally, home workers can become less productive than in-office workers because they must handle all technological interruptions themselves.  They often lack the skills to handle technological problems.  Assistance isn’t in the next cubicle and available in an hour; it may be a phone call and a week away.  The ironic paradox is that the technology that was supposed to lead the way to demassification actually has inherent attributes that tend to push people the other direction – towards an office.  This is exactly the point Senge made in The Fifth Discipline: actions are both cause and effect in a systems view.

The authors cite the example of advertising giant Chiat/Day.  When designing their new office building, space, furnishings, and equipment were not allocated to any individual.  Upon reporting to work each day, each employee signed out a computer, and looked for an available spot to sit down (without a desk).  They were not allowed to sit in the same spot two days in a row.  People who needed to work together weren’t seated together.  People were not allowed to keep paper files.  At the end of the day, they had to turn in the computer.  The next day, they had to sign out a different computer, and start the process all over again.  Productivity plummeted.  And people rebelled.  They began keeping what they needed to work effectively in their cars, in portable files, etc.  They created “bullying” groups to lay claim to the best spaces early in the morning.  This included bosses ordering subordinates to come in very early to “hold space” for them.  In short order, a giant fell, the company went bankrupt, and its assets were taken over by new owners.  Those new owners did away with much of the former structure and way of doing business.  The giant survived and became productive again.

What lessons do the authors infer from the Chiat/Day experience?  


- Work space isn’t just floor space; a sense of place is important


- Furniture isn’t just furniture; it’s a tool



> A desk is part of the social structure.  It’s also a filing cabinet & a work surface


- People who work together need to be linked up; offices perform this function



> Much learning occurs informally



> When people don’t learn informally, the company pays in formal training




* Which takes them away from productive work, which hurts profits, ...


- Although appearing egalitarian, everyone having “no work space” increased turf battles



> Instead of lessening them.




* A situation may not be optimal, but may be better than ambiguity




* Changing a situation may result in unintended/worse consequences


- The most innovative office designs closely relate physical structure and social structure


- New technology rarely helps find a new balancing point



> Instead, it usually disrupts the current balancing point




* Finding the new balance point requires human skills

Chapter 4: Practice Makes Process

If given one sentence to summarize this chapter it would be: all the management fads of our working lives have been proved deficient; only by striking a balance between process and practice are both organizational and social needs met.

With that as an overarching concept, this chapter gets into a lot of detail.  It examines process engineering and reengineering, and finds both lacking – for the same reasons.  First, they tend to forget that “the system” also has people, and that the collective actions of people in the system tend to determine outcomes.  In terms of “practice” (i.e., process implementation in the real world), process reengineering doesn’t take peoples’ experience or their knowledge into account.  While the reengineering concept worked for a while, it did not sustain itself into this decade.  

Why didn’t reengineering sustain itself?  The authors assert it has some conceptual flaws.


- It requires that all processes be defined in infinite detail.  They can’t.


- Mindless following of a procedure can result in undesired outcomes


- The process itself resists/deters innovation



> It presumes that answers/desired outcomes are already known, and that

> Incremental process improvements will produce better/desired results


- It’s linear (“longitudinal”); people and social systems aren’t



> People learn laterally; this system discourages local learning




* Which negatively impacts the organization


- It focuses on “what”, and doesn’t tell people “why”



> I.e., it doesn’t provide meaning in a human context


- It is relentlessly top-down



> It disempowers people at lower levels


- It often was used as a euphemism for “downsizing”



> People lost their jobs and saw friends lose their jobs



> Tension, stress, and anxiety levels increased



> Productivity suffered in the long run


- Top management was insulated from many of the real costs; they focused on outcome



> Real costs (i.e., $$, time, and people costs) were higher than known/admitted



> Real costs came due down the road (lower morale, burnout, ...)

The authors use the Xerox corporation tech rep (the one who services the always-down copier) as an example of practice over process.  Important lessons learned from the case study are:


- Top management had a well-defined process



> It assumed built-in machine technology (“error codes”) knew all possible faults




* And that engineers at corporate HQ had determined all fixes


- The repair process assumed that all machines were alike



> When reps knew that each had its own distinct “personality” and problems


- In the field, only the most routine fixes were covered by the “book” 



> Most failures were not covered by the book




* Most were not part-specific, but systems related





- Error codes covered only parts replacement, not systems failures



> Tech reps had to innovate in practice

- Where did innovation occur and what aided it?



> At breakfast meetings



> Discussions with other tech reps



> Collaborative learning experiences (two reps working on one machine)

The authors conclude that the reps worked around the system, finding ways to compensate for its shortcomings in order to reach a desired outcome: fixing the machine and satisfying the customer.  They also worked around the system in a way that was contrary to policy.  Policy dictated no stockpiling of expensive parts.  In practice, waiting for such parts angered customers, so the reps pooled their resources and lent parts to each other as required.  These types of workarounds are not “on the paper” of process engineers. In fact, they are mightily discouraged, even punished.  The most innovative concept the reps used was the collective pool of wisdom.  The reps shared their knowledge and insights with each other.  They shared their problems and asked for others’ knowledge.  In this way, they learned.  Learning is not possible without such sharing, which usually occurs laterally (among peers), not longitudinally (along process lines).  

While the discourse above may sound like the authors are arguing for practice over process, they are not.  They are setting the stage for what is to come in future chapters: the idea that both are required, that balancing the two is the key.  Each view has its own strengths and weaknesses.  By finding the balancing point, strengths are maximized and weaknesses mitigated.  

Chapter 5: Learning – In Theory and in Practice

The previous chapter focused on the trend away from process reengineering towards knowledge management.  It said that reengineering efforts, while info-friendly, may be blind to other forces and issues at work in the background.  This chapter focuses on knowledge and learning, again in relation to practice and as distinct from information.  While knowledge may have become a buzzword (as The Economist says), at least it has moved attention away from reengineering and information.  In fact, it has led to the generally accepted idea that knowledge is different from information.  The question then is, how is it different?

The authors are aware of three major differences between knowledge and information:


- Knowledge implies it has a “knower”; information exists by itself


- Knowledge, because of its personal attachment above, is harder to detach & transfer


- Knowledge seems to require more by way of assimilation

This leads to some insightful observations:


- As information overload approaches, people are more important than ever



> To assimilate and provide context/meaning to information


- The information economy tends to treat people as interchangeable consumer/producers



> A knowledge economy values people

* and recognizes their individual skills and contributions


- Since people are the carriers of knowledge, business must adapt to the fact that



> Knowledge resides in people, not just in databases (information)


- Mistaking knowledge and its sources, for information and its sources, can be costly



> Blind downsizing can lead to loss of collective memory and business acumen


- Knowledge management is harder than information management



> Because it is harder to detach and transfer (see above)


- Circulating human knowledge is not a matter of simple information search and retrieval



> Thus learning presents knowledge managers with their central challenge

The authors state that knowledge moves from theory to practice via networks, and discriminate between two different types of networks that spread knowledge differently.  They also distinguish between two different types of knowledge spread on those networks.  The concept can be viewed schematically:

Descriptor


Knowledge

Example
Network of practice

Learning “about”
Building a house



Know that



Community of practice
Learning “to be”
Build a house yourself


Know how



Learning about isn’t the same as becoming what you are learning about.  The level of involvement and knowledge required moves from theory to practice as one transforms from learning about to becoming.  Likewise, for transforming from knowing that to knowing how.

Another key insight examined is why the same information, when received by different people, produces different levels and types of learning in them.  They say that this also is related to the difference between learning about and learning to be; between know that and know how.  In particular, the information is refracted through the lens of the community of practice – what the people want to learn in order to become what they want to be.  The perception of identity (what they want to be) motivates them to learn.  If they just want to know about, they absorb information, but don’t learn as much or as deeply.  The second key point here is that after we learn about (absorb information), we learn how (true knowledge) by practice.  And practice both shapes and supports learning.

The authors cite Miller and Gildea’s research, which shows that children learn words in a different language 20 – 30 times faster by immersion than by learning alone from a dictionary.  Their studies also show that the children learn context infinitely better by practice than by the “dictionary” model (which hardly teaches context at all).  Practice is the learning difference, vice solo information ingestion.  And this leads to the explicit and implicit dimensions of knowledge.

Strategy books don’t make good negotiators any more than dictionaries make good speakers.  To become an expert negotiator requires not only knowledge of strategy, but skill, experience, judgment, and discretion.  It is the complete set of sills that make one a good negotiator.  The chemist and philosopher Michael Polanyi uses this example to differentiate between the two dimensions of knowledge.  The explicit is like the strategy book.  The implicit (or tacit) allows people to see when to apply the explicit part.  Without the implicit part, the explicit is useless.  Together, they allow the negotiator not only to know what strategy to use, but when to apply it.

What are the practical implications of all the theoretical discussions above?


- Learning, the acquisition of knowledge, goes beyond information ingest


- Learning is facilitated when people are motivated



> Learning cannot be forced



> When people cannot see the need for what is being taught, they don’t learn



> When they feel a need, people learn, readily




* A key factor in knowledge management is enlightening people,




   helping them understand why the knowledge is important to them


- Knowledge transfer occurs best in a social background setting



> As opposed to solo contemplation




* Although this has its time and place, too



> Learning is facilitated by immersion in a community of practitioners


- Learning grows from an invisible background knowledge set



> E.g., when we first learn to drive, we already have some knowledge




* From spending a lot of time riding, 

- Even though we’ve never been behind the wheel ourselves


- The invisible background environment includes the social



> It is part of our identity; it shapes what we see, hear, and feel




* It is the lens through which we perceive new information

The authors develop the concepts of “networks of practice” and “communities of practice” more fully.  The first network is wider, and not as deep.  Its members interact at a distance, mostly by technological means.  Such networks help spread information readily, but not so much knowledge.  Information is transferred explicitly, usually indirectly (i.e., not person-to-person).  The members really don’t know each other.  “Collectively, such systems don’t interact with one another to any significant degree ... [they] produce very loosely coupled systems.”  The second type of network is a subset of the first.  It has extensive personal interactions, therefore is limited by the number of deep interactions a person can have.  This type of network is a “community of practice” and transfers knowledge quickly and effectively.  Communications are highly implicit, and often face-to-face.  Changes across such networks propagate easily; coordination is tight; ideas and knowledge may be distributed across the group, not held individually.  Work in such groups can be very collaborative and highly productive.

The divisions marked by the boundaries of such groups have significant implications for organizational structures, but are usually ignored.  Often, they occur as the background, and managers aren’t even aware of their existence.  A network is a network is a network; it extends [wherever] and is uniform everywhere.  The authors say that, in practice, this isn’t true.  Networks have what they call “topography” or “terrain.”  They are denser in some places than others (i.e., nodes interact more closely with each other).  These denser areas are communities.  They are bound together by shared views and practices, and exist within the larger network.  Knowledge flows along the terrain of the network and accumulates in the communities.  The key weakness of an organization designed strictly around process flows is that it disregards how knowledge flows.  Communities are split.  Knowledge flow is inhibited or prevented altogether.  As Kreigel and Brandt say in Sacred Cows Make the Best Burgers (Chapter 13), “high tech needs high touch.”

Chapter 6: Innovating Organization, Husbanding Knowledge

This chapter focuses on the role of the firm – of the organization.  Remember from Chapter one that many infocentric pundits predict the death of the organization, due to the death of distance.  The authors asserted then that they disagree with those pundits.  In this chapter, they add detail to their rationale.

To open the discussion, the authors note that firms seem to thrive in “clusters.”  They also note that this phenomenon is not new: for example, technologies that support the coal industry cluster near coal fields.  A more modern example is Silicon Valley, where various high-tech industries cluster.  What does this have to do with knowledge, and more specifically, with knowledge transfer, and the death of firms and distance?  The authors state that the infocentric view misses a critical point: that knowledge tends to cluster, and that communities of practice (see previous chapters) thus have a natural tendency to cluster.  Distance matters.  Likewise, knowledge clusters around communities of practice in firms.  Proximity facilitates knowledge movement.

The example given, once again, is Xerox PARC in Palo Alto, CA.  This R&D arm developed all the essential component technologies of the PC – the mouse, the GUI, everything.  But they saw no need for it, and “HQ” asked “weren’t they in the copier business?”  Proximity had already facilitated informal links with Apple.  Knowledge movement – in this case, out of Xerox into Apple – was facilitated.  And the rest is history.

What is lost in this often-told story is the role of the firm – the organization.  A richer look into the story reveals that the knowledge flowed into a more receptive organization, one that believed in the concept of PCs, one that provided fertile soil for growing the concept.  A second facet of this story, also often overlooked, is that proximity – the lack of distance – allowed informal links to develop among a community of practitioners (PC technology developers) that would not have occurred if the two companies were distant.  In fact, Apple and PARC had a closer relationship than PARC and other technology arms within Xerox, most notably the one in Dallas, TX.  

The authors deal next with the role of firms in transforming inventions into innovations (see also The Fifth Discipline).  Agreeing with others, the authors note that it takes both time and a nurturing environment to enable such transformations.  Organizations provide the environment.  Even the Apple computer took five years after knowledge transfer out of PARC to become reality.  PARC had invested much longer than that.  And it took even more time for a market to develop – i.e., for the invention to become an innovation.  Without the organizational environment, the innovation would have died (as it did in Xerox).

Thus, the bottom line is: both the organization and proximity are required today, and will be for a long time, if not forever.  Predictions about firms going away due to the “death of distance” are incorrect.

Chapter 7: Reading the Background

This chapter takes the concept of “paperless [whatever]” head-on and says that the info-enthusiasts are just wrong about not only the results, but also the rationale behind even thinking such a framework is desirable in the first place.  They take each “paperless” scenario and tear it down, piece by piece, to absurdity.  They don’t discount the usefulness of digital technology; they say that paper serves other functions that digits can’t, and that paper will be around for a long, long time.

First, they attack the infoenthusiasts basic premise: that documents contain – and transport – information, only.  They provide many examples of documents having context – i.e., having meaning beyond their information content.  One example might be a scented love letter written in flowing script.  Context is much more than content.  They point out that books have been socialized so well that no one considers them a “technology” anymore; but they were big technological news at the time of Gutenburg.  Then, they attack the flagship concepts of the paperless age.

The Paperless Office

Sounds good in theory.  Appears logical, if one assumes that paper carries only information.  As shown above, that assumption is false.  And what do we see in the real world, anyway?  As technology moves relentlessly forward, as digits proliferate, the use of paper is going up – not only in total, but also “per person.”  In 1975, paper usage was 100 pounds/person; by 2000, it had doubled.  Why?  Because paper is compensating for the lack of context found in paperless systems, and well as for other fundamental deficiencies in the electronic medium.  In fact, common practice is to print out copies of important e-mails “for the file.”  This isn’t paranoia.  It’s because digits disappear.  Paper endures.  Digits can be changed by others, purposely or accidentally.  Paper remains the same once printed.  

The Electronic Newspaper

The newspaper has been with us for a long time.  Its demise was predicted when the telegraph came along and again when the telephone and TV came along.  Now, the Web will push it into obscurity, right?  The authors say “wrong.”  Newspapers have attributes that e-papers don’t, and those attributes are critical to adding value to the reader.  As above, context is important.  In a newspaper, location of stories (is it page A-1 or page F-1) tells the reader something.  Newspaper organizations have a systematic way of archiving information that online news hasn’t caught up with yet.  Online news tends to evaporate into the ether quickly.  Newspapers are both mobile and fixed; i.e., the content is fixed, but the newspaper itself can be moved around.  It’s hard to read your e-paper on the A-train or the Metro.  Not mentioned in the book, but from personal experience, papers can be folded and stuck in a pocket; they comform to your jacket, and can be used as a rain hat in an emergency.  E-papers offer none of those advantages.

The Digitized Library

The concept of a library as a container of all known/existing information has existed for millenia (remember the Great Library at Alexandria, Egypt).  The same concept is being touted as the premise behind the digital library – we now have the technology to make the concept reality, the infocentrists say.  But we didn’t have the ability then, and believe or not, we don’t have it now.  Here’s the truth.  No library in the history of the world has ever been able to assemble all available information in one place.  There’s too much, and it accumulates too rapidly to keep up with.  Libraries select what information to hold.  It is the selection process – deciding what to keep and what to keep out – that differentiates one library from another.  Libraries gain value and usefulness as much from what they exclude as from what they include.  That was true in the world of books, and it is still true in the digital age.  

Information is perishable.  In fact, in today’s world, digital information is more likely to perish than older, hard copy information.  Paper is enduring and print is fixed, as noted above.  Digits are neither.  There is also a subtle dynamic at work here, a background perception.  That is, we tend to put information that we feel is “more important” on paper – precisely because paper is more permanent.  Thus, because we believe that paper is more permanent, we take more pains to ensure that it endures.  As Senge might say, the product creates the process (and vice versa).

What is it about paper that makes it so “viable” – that keeps it around despite the intense desire to see it go away and the technology to make that happen?  One attribute is the ability to mix type and manuscript – to write on the margins, to add content and value to the original document.  But that is small compared to the social background in which paper has existed for thousands of years.  Documents have helped shape society.  This cultural underpinning makes it highly unlikely that paper documents will ever go away completely.  “Documents are not indifferent to the information they carry” (remember that context and content are different).  Documents “help shape the information they carry, and in the process, help shape [their] readership.”  

As an example, consider the newspaper.  It contains a lot of information.  But that information was created by writers, massaged by copy editors, reviewed and modified by senior editors, placed in a certain position in the paper, and given a headline that adds (or implies) a certain meaning.  Information is transformed into news in this process.  Much of the process is transparent, is part of the context – but is instantly known by the regular newspaper reader.  This context affects how the reader perceives the information.  In contrast, the typical e-newspaper does not have this context.  The infoenthusiast paradigm says that the paper equals its content (information).  The social paradigm differs.  The authors use a metaphor to show that what goes in (information) and what comes out (the news) are different: the Army takes in recruits, it turns out soldiers.  There’s a world of difference.

Documents also warrant information – give it validity.  Information alone can’t warrant itself.  Documents have a cultural background behind them.  A check has the bank.  A book has publishers and editors.  A newspaper has its masthead.  These warrants add validity in people’s minds; they are part of the context surrounding a piece of paper.  We trust them because they have proven trustworthy over the course of time.  A piece of paper has authority behind it.  A piece of information is stand-alone.  The way most information tries to validate itself is to add more information (see chapter one).  Self-validation doesn’t work in the paper world, and it doesn’t in the digital world either (if I write “this check is good” on a check, does that make the recipient trust it more?)  

A document gathers informal warrants during its life that become part of its context.  By this, the authors mean that a well-read book will show signs of having been read by many.  The fact that others have read it becomes part of its context when we pick it up.  At work, routing slips get signatures and comments; these become “attached” to the document as part of its context.  The authors call these “institutional and material traces.”  Using the formal and informal warrants within a known context, we assess validity.  The e-world isn’t to this stage of subtle contextual development yet.  In fact, the authors cite the ultimate example of context importance: the antitrust case against Microsoft, in which the defendant’s attorneys say that e-mails were “taken out of context.”  What’s their bottom line?  “Documents do not merely carry information, they help make it, structure it, and validate it.”  

Documents “also help structure society, enabling social groups to form, develop, and maintain a sense of shared identity.”  Their example is the formation of the United States.  While we may think of formal documents like The Declaration of Independence and the Constitution, the authors note that newspapers, journals, and pamphlets played an essential role in developing a sense of identity, community, and shared purpose.  In fact, these informal documents paved the way for the formal.  

We tend to view the net as enabling communications – transport of information – over great distances.  Documents have been doing this for hundreds of years (letters, journals, etc.).  The modern difference is that electronic means can do this more rapidly.  In both cases, the constant circuit of shared communications leads to development of communities with shared interests and knowledge (see earlier chapters).  These are called “textural communities.”  They share a common information set.  This, in itself, gives rise to the societal implications of shared information.  Both the orthodox and heretical in such communities share the same information.  Yet, their views are different, so the context in which they perceive the information is different.  Information, and the perceptions that surround it, can transform societies (as in the U.S. example above).  The paradigm of infocentricity misses this concept.

Documents have context.  “Context not only gives the people what to read, it tells them how to read, where to read, what it means, what it’s worth, and why it matters (emphasis not original.)”

Context is background; it enables efficient communications, which relies “not on how much can be said, but on how much can be left unsaid – and even unread – in the background.”

Chapter 8: Re-education

This chapter deals with education in the digital age.  It strikes the now-familiar chord that the infoenthusiasts are missing some important features (and functions) of an educational system by insisting that universities are dead, that technology makes centralized campuses obsolete, and that information is knowledge (and can be packaged in digits alone).  What the authors acknowledge is that the traditional system of higher education is under immense pressure to change.  Some changes are underway now.  Others will come.  But the underlying functions, along with their coupled societal drivers, will remain unchanged.

People learn through a process of ingesting information, examining it, taking action, observing results, then pondering what happened and why (The Fifth Discipline by Senge).  Universities help people acquire knowledge.  These authors focus on the societal trappings surrounding the acquisition – communities of practice, etc.  But their work is entirely consistent with Senge’s description of learning.  New technologies enable learning in a different way, but the societal needs associated with such learning still exist.  Infoenthusiasts don’t recognize this fact, therefore an infocentric view of information transfer does not translate into true learning.  Infocentrists see universities as “delivering information to comparatively passive learners.”  The authors insist that this view is flawed.  If the infocentrists have their way, it may happen, but the results will not be good.

So, what is it that traditional universities provide?


1.  Degrees.  This is the validity/warrant concern of the previous chapter



> They warrant that their degree holders have a certain level of knowledge


2.  A learning environment (or, a learning community/network)



> The entire book shows that learning has a societal aspect, such as




* Peer support 




* Learning about and learning to be


> The opportunity for discovery beyond one’s current boundaries


3.  Facilities essential to learning



> Classrooms, labs, libraries, discussion areas, ...

One of the ironies the authors discuss is that information technology – expounded by its pundits as having the power to end the traditional university system – actually works better inside the university than outside it.  Specifically, by enhancing the current system with IT, students can better interact with peer groups and access information across different time windows (asynchronous learning).  Collaboration is enhanced electronically.  Infoenthusiasts also tend to forget (or dismiss) the fact that an educational system has properties of a living ecosystem.  It will mutate in order to survive.  Where they are most likely correct is that the current system will disappear.  The authors argue that “disappear” – as in “die off completely” – is wrong.  Rather, what will happen is that the ecosystem will mutate; it will evolve to better handle the knowledge acquisition needs of students.

Afterword: Beyond Information

This “chapter” ties together the predominant themes that underlie all the chapters.  Hopefully, they have been emphasized in the synopsis already.
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